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1. Introduction

With the introduction of new observing systems based on
asynoptic observations, the analysis problem has changed in
character. In the near future we may expect that a considerable
part of meteorological observations will be unevenly distributed
in four dimensions, i.e. three dimensions in space and one

dimension in time.

The term analysis, or‘objeqtive analysis in meteorology,
means the process of interpolating observed meteorological
observations from unevenly distributed locations to a network
of regularly spaced grid points. Necessitated by the requirement
of numerical weather prediction models to solve the governing
finite difference equations on such a grid lattice, the objective
analysis is a three—dimensional (or mostly two-dimensional)
interpolation technique.

As a consequence of the structure of the conventional synoptic
network with separated data-sparse and data-dense areas, four-
dimensional analysis has in fact been intensively used for many
years. Weather services have thus based their analysis not only
on synoptic data at the time of the analysis and climatology, but
also on the fields predicted from the previous observation hour
and valid at the time of the analysis. The inclusion of the time

dimension in objective analysis will be called four-dimensional

data assimilation. From one point of view it seems possible to

apply the conventional technique on the new data sources by simply
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reducing the time interval in the analysis-forecasting cycle.

This could in fact be justified also for the conventional
observations. We have a fairly good coverage of surface observations
8 times a day and several upper air stations are making radiosonde
and radiowind observations 4 times a day. If we have a 3-hour

step in the analysis-forecasting cycle instead of 12 hours, which

is applied most often, we may without any difficulties treat all
observations as synoptic. No observation would thus be more than

90 minutes off time and the observations even during strong

transient motion would fall within a horizontal mesh of 500 km X

500 km.

From another point of view it may be difficult to reduce
the interval of the analysis-forecasting cycle. Before we can
start a2 numerical integration from an analysis of a given time,
the analysis has to be adjusted to attain an initial state which
is compatible with the prediction model. This process if called

initialization. The initialization so far applied in practice

is only using the analysed quantities which are valid initially.
During the initialization the atmospheric parameters are forced

to fulfil certain dynamical constraints, the most important being

(geostrophic equation, balance equation). Since this constraint
is valid approximately only in the atmosphere, where the wind
is varying around the geostrophic wind, it will take some time
for the model to establish a wind field which is adjusted to the

time history of the mass field. It will also take some time for
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the model to generate its own structure patterns

(frontal structure, small-scale areas of vertical motion

and humidity, etc.), which cannot be inferred satisfactorily
from the observations. The model-consistent mechanisms

for transporting heat, moisture and momentum and generation

of precipitation mechanisms take considerable time to establish

as well, especially in areas where the dynamic activity is low.

It is evident from this that the four-dimensional data
assimilation not only means a blending of observations with
predicted values but also implies that we take care of the
necessary adjustment between new observations and predicted

values. The objective of the four-dimensional assimilation is

thus to determine a sequence of fields of the dependent variables,

consistent with the observations as well as with the physical

prediction equations governing the evolutions of the field in time.

The observed variables of primary importance for definition
of the large-scale motion are the surface pressure ( or
pressure at any level ), temperature, the horizontal wind components
and humidity. For the hydrostatic system this information is
sufficient to close the system of equations since the vertical

motion is a derived quantity and need not be observed.
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Recently general summary articles have been
published. For a more extensive discussion on different
aspects on data-assimilation, the reader is referred to

Kasahara (1972), Bengtsson (1975) and McPherson (1975).

2. Historical Review and Background

A sophisticated model needs a more complex initialisation
procedure than a simple model. Diagnostic relations
as the balance and w- equations are rather cumbersome to
calculate, in particular for a global domain, nor can they be
used in the equatorial region. By the aid of calculus of
variation more complete constraints can be used but this leads

to extremely complicated numerical problems.

During the end of 1960:s the idea appeared to use the
numerical model itself in an heuristic way by successively
inserting data into the model during a given time sequence.
Since we, for the linearized equation, can replace initial
conditions on the windfield by the massfield and its time
derivatives there was reason to believe that it also would be

possible in the non-linear case.

This hypotesis was tried using different models and it was
found that the insertions of time sequences of temperature

and pressure data generated a correct windfield and similarly
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the insertions of time sequences of wind data generated
a correct massfield., The only drawback was that the
process was very slow and of the order of weeks.

The experiments also had the limitations that the models
were updated with data generated by the model itself in

an earlier experiment,

Unfortunately when the experiments were extended to real
data or to data generated by other models the results got
much worse and in some cases it was not possible to finish

the experiments due to numerical instability.

The reason for this is now well understood. ( See e.g.

Morel et al. (1974). )

If the generated observations are free of errors the
forecasting model is able to reproduce exactly the reference flow
for an indefinite period of time and thus the predictability
of the model with respect to the reference flow is in principle
infinite. The model dependent experiments are equivalent to

experiments performed by a perfect model using real data.

However, if a difference exists between the model and
the data set of observations at any given time, the difference
between two numerical integrations initialized from these two

states will grow to eventually reach the variability of the model.
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Since the reference flow is never perfectly reconstituted
in the course of a data assimilation there willlalways

be an error growth of the forecast with respect to the
reference flow. It is evident that the time for the error
growth must be larger than the data acquisition time,

that is the time to assimilate a non-redundant data set

for the model.

3. Observational Limitations

In the following we will examine different ways
to improve the data acquisition capability of the
forecasting model. Before we do that, however, we will
study some problems related to the limitations in the basic
observations | that is in the level II data base. Table 1
summarizes all sources of information which are available
to us. As can be seen, we have also\included a valid forecast

as well as climatology as relevant information.
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NO. INFORMATION SOURCES 002 067 03z, 09Z
127 182 15z, 217
1 Climatology X X X
2 Forecast X X X
3 Raobs X Xl)
4 Dropsondes X
5 SIRS x2) x2) x2)
6 SYNOP X X ‘X
7 Buoys X X
8 Constant Levels Balloons  42)  42) <2)
(CLB)
9 Cloud Winds X X X
10 Aireps X X X
Table 1

Remarks 1) mainly at NH
2) Information is available at every time interval

along bands following the satellite tracks.

We will assume as a reasonable hypothesis that the best
analysis is an analysis where we have minimized the initial error.
In order to do that, we have to combine or blend the different
sources of information in an optimum way. That could most simply
be donekby giving a normalized weight to the data sources inversely

proportional to the RMS error of the corresponding information.
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Due to the variation in climate variance, forécasting
capability data coverage etc. between different regions, we will

have large variations in the dominating data sources from area

to area. In table 2 and 3 we have made an attempt to

estimate the relative importance of observations from

different sources. As can be seen from the tables,we

have studied the relative value of the observations in

11 different areas. For simplicity these areas are only

separated by latitudes and by land or sea. Such a subdivision

is necessary, since the data control- and analysis procedures

usually are related to the most reliable sources of information.

When checking observations, they must be compared with some

other independent information. This can either be observations,

a forecast or climatology. Checking a radiosonde against

a group of SIRS-soundings giving non-consistent information

can easily lead to deletion of the radiosonde, since the SIRS

data often are strongly space-correlated. Thus the control system may
trequently eliminate correct observations if a general routine

is used without paying attention to the data source.

Table 2 presents the situation at the observational hours 00Z and
12Z. At these hours observations from Synop ( or Ship ) and

the upper air network dominates and in areas where these observations
have a relatively dense and umiform coverage, they constitute

the essential data source.
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The usefulness of temperature observations from SIRS
is maihly a function of latitude. These observations are
less useful at low latitudes, since the error of the observations
if of the same order of magnitude as the variance of the

climatological monthly means.

The forecast information consists of short range forecasts
from 6 to 24 hours. They will of course be most useful in
areas where the forecasts have a high skill (middle and high
latitudes) and in areas and downstream areas where we have
small errors in the initial state. Climatology, finally, is of
course more useful the smaller the variance is. The relative
value of climatology also depends on whether we have available

information from other sources.

Table 3 presents the situation at the observational hours
06Z and 18Z. At this time we have very little upper air
observations and thus we have to rely upon surface and
satellite observing systems. The relative merits of the forecast

increase, compared with the situation at 00Z and 12Z.

It is obvious that we are challenged with a very difficult
data problem. The data problem is further complicated by the
fact that the error structure of observations from satellite
systems shows that the errors are systematic; they depend on the

weather situation and they are correlated in space.
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Lat. Land/ Dominating data jsources in order
extent sea 1 2 3 4 5
Raobs Eggi“ Sirs gi;gg” Wert. profile.
1. 90N- 30N Land bF—eeee-Z2oa B T e e el
Synop : Airep 1 vert. value
Raob; Sirs Fore-{Cloud |[Climat
2 90N-30N Sea SRR R cast winds jology { ______________
Synop Rirep
Fore~| 4. Climaf
Raobs Sirs
3. 30N-10N | Land j————d cast | ____] ology i _ o ..
Synop
Cloud | Fore . Climat
. son-1on | ses  12OP° winds | cast| ST lotogy|
. S :
Synop Wirep
Drop Raobs Fore~Climat S1irs
5. 10N-108 Land (semdes_____ 1 cast jology |{ — o .
Synop Aireps
Drop ICloud Raobi Fore-Climat
5. 10N-108 Sea sondegwinds | "1 castjology \ _ ____________.
, X
Synop Aireps
Raobs Fore-Climat
cast ology | Sirs
7. 105303 Land o e e e o e e e
Synop CLB ireps
RaObs*Cloud Sirs Climat Fore-
8 10S~308 Sea  bee——eo winds | T | ologyj cast) _____________.
' ¥
Synop CLB
Fore4Climat
Raobs | Sirs
9. 308-658 |  Land |ee——ode—oee B I castjology | __
Synop | CLB jAireps
Raobs* gips | Fore-Climat
10. 30S-658 Sea | j-m——wm— N I castjology, | ____ _________
Buoys |Synop | CLB
Raobs | Sirs Fore-iClimal
11, 655-90S | Land je—m——dommemdo castjology| 4
Synop | CLB
Table 2

The relative value of different meteorological information in different
regions at (07 and 127.

% dndicates good guality information, but veryv limited in space.
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Lat. Land/ Domihating] data |sourcds in dgrder
extent sea 1 2 3 4 5
Raobs E;;i_ Sirs Ciémat
1. 90N-30N Land |f-----pS2SC | ___ 2-08Y { S
Synop Aireps
. Fore-{Cloud {Climat
Birs cast Winds jology
2. 90N- 30N Sea  be———po—epEEE e e e
Bynop Aireps
3. 30N-10N Land f-----}S2SL 1 ____ o oBY | ____ S R —
Synop Aireps
Cloud | Fore- Sirs
4. 30N-10N Sea winds | cast | "7 B R A
Synopi Synopl Aireqns
Fore—-{Climat Sirs
5. 10N-10S | Land |----4- cast ology | 4
Synop Aireps
Cloud | Fore-{Climat Sirs
6. 10N-108 Sea T1§9§;-9§§E_919§¥ ______ | R A
Synog CLB HQireps
Fore- Sirs Climat
7. 108-30S | Land f-—--de cast) ~___ ology| _ __{ _
Synop | .CLB
Cloud | Fore-{Climat] .
winds | cast jolog Sirs
8. 10S-308 Sea  [¥EIE2 J--=====5 /A SR SO O
Syno CLB
Sirs ggri— Ciimat
9. 308-658 Land |-----4-S2 =0 N ooeY Y .
Synop | CLB
Sirs For§~C}imah
10. 308-658 Sea  |ee——eodoo_ 4= castjoloeyy ____ B
Buoys §Synop CLB
S Fore4qClimat
1S 1 cast Jolo
11. 655-908 Land {---——q———uo 425 jo-° =3/ N S
CLB
Synop
Table 3

The relative value of different meteorological information in
different regions at 06Z and 18%Z.
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4, Data-assimilation by simple Insertion

The first and very unsuccessful data assimilation
experiments were carried out in a very simple way. The
observations simply replaced the forecasted value in the
grid point closest to the observation. This is incorrect in

two different ways.

Firstly, from the informational point of view.
An observation in a particular place gives in fact information
for a whole area or a whole volume in space. One atmospheric
parameter is also giving information about other parameters,e,g. wind
will give information about geopotential and vice versa. The size of
the information area can be derived from the actual structure function.

As we have discussed above, also the forecast and in the tropical

area, climatology, carries an information content which can

_have errors comparable to the errors of the observations themselves.
12 hour forecast errors from reliable short range predictions are
in fact comparable in quality to good satellite temperature
soundings. A multivariate analysis of the deviation between

the forecast and the observations which is described

elsewhere in this report is a way of blending this information

in an optimum way.
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Secondly, simple or direct insertion procedures are
incorrect from the initialization point of view. The direct
insertion also creates high amplitude waves which give a shock
to the system. These non-meteorological waves must be damped during
the course of the data assimilation procedure.The damping could either .
be accomplished by a damping time-integration scheme
(Euler-backward) or by a time filter. However, this damping
must be rather strong and can have harmful effects on the
meteorological modes. Since the structure functions basically are
derived from observed data, they will more or less represent
the structure of the quasi-geostrophic flow. We may therefore
expect that the shock effect will be reduced when we insert
locally analysed data instead of observations only. In particular
it seems important to apply a local multivariate analysis
or correspondingly relate wind and geopotential by the geostrophic
relation and insert both winds and height at the same time.
As can be seen from Fig. 1, this will speed up the updating

considerably.

5. Data-assimilation as an intermittent Process

Assimilation of observations in four dimensions can
in principle be carried out in two different ways. The first

of these will be dalléd an intermittent scheme. In this scheme

the data assimilation is separated into two well defined parts,
analysis and initialization, and is more or less similar to

procedures now used in operational weather prediction.
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TIME ( DAYS )

The upper curve shows the successive reduction of the wind-
error using a direct insertion of height data in a barotropic
model. The lower curve shows corresponding results, using

height data as well as from these derived geostrophic winds.

(After McPherson)
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‘In the second scheme, which will be discussed in the next section,
the observations will be inserted as they become available. Such

a scheme is called a continuous scheme. Insertion means here

that the observations are assimilated by a proper analysis procedure

applied in the actual influence area.

The first step of the intermittent scheme consists
of a 3-dimensional consistent objective analysis, obtéined by using
an optimal combination of climatology, forecasted values and available
information. Statistical as well as dynamical constraints are
applied. Such,B—QimensionaI'data séts.can in principle be
generated for any time-step, but every 12th or possibly every 6th

hour may be sufficieht,

In the second step the analysed fields are adjusted to the
forecasting model by different kinds of initialization procedures
(static initialization, dynamic initialization etc.) ( See Bengfsson
(1975) for terminology and further information). |
It is necessary to use sophisficated interpoiatioh procédures
during the first step in order to reduce the amount of cémputafions

in the second step.

Below we will outline a procedure which basically is an
extension of systems which are in operational use at the weather
services. We will not go into any details about the space inter-
p-lation procedures, but only assume that it should be any form of

a multivariate method.
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As was mentioned above, it is important to perform
the analysis as carefully as possible in order to speed
up the initialization procedure. Some studies have indicated
that an initialization using several time levelsof observations will
be more accurate than if (as usually is done) only one time level
is used. This is true in particular at middle and high
latitudes with strong transient flow. An analysis scheme
which will give analyses at to, tO - 6hr and to + Bhr is
outlined below. The initialization procedure, which follows will yield
an initialized state at the time t = to . Consequently the
initialization will be carried out with respect to all data in a
12 hr interval.

During the first step in the analysis procedure the mass field
is analysed for three time-levels, At this step as in the other steps
below, forecast- and climatological information is included. A threen
dimensional consistent analysis of the mass field is carried out. This

can be achieved by using the hydrostatic equation as a constraint

during the analysis. In the second step the mass field is
re~analysed with respect to a modified and improved observational
control. Thirdly, the wind field is analysed using all available
mass field information at the different time levels as a first
guess. In the fourth step the wind field is re-analysed

with respect to a modified and improved observational control.
Finally, the humidity field is analysed using the wind field to
compute non-isotropic structure functions. Each analysis will
be processed by making use of all available information in

a 12hr interval (i 6hr). This means that the model will be

adjusted to observations available in a certain time interval.
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Asynoptic information (observations which are not
made, say, i 90 min. within every 6 hr ) must be transferred
to the actual time intervals. This could preferably be done
before the analysis procedure starts by using the valid forecast field.
Another possibility is to reduce the time interval to three
hours. 1In such a case all observations can be regarded as
"synoptic'" but we have to produce five time levels of analyses

for each 12-hour interval.

The control procedure is an integrated part of the

analysis system. During the first control step the mass field

information (pS,Z and T) is checked and the mass field is checked
a second time making use of the available mass field analyses

and the wind information. 1In the third control step the humidity

information is checked and the wind field is checked a second
time. During the observational control, different checks

are made of the observations; hydrostatic control, internal
consistency control between the different variables ( e.g.
geostrophic balance), check against available forecasts and

checks against continuity in space and time.Erroneous observations
are corrected if possible and other erroneous observations are
eliminated from the analyses. The analyses are carried out

in principle in the same way at the different time levels.

The objective analysis scheme thus presents information of
all parameters at all mandatory levels for three different time-
levels. Due to the preliminary fields and the dynamical constraints
which are implicitly imposed in the analysis scheme we will
assume that the mass field, wind field and humidity field are

relatively well adjusted.
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The analysis is assumed to be performed in the p-system
but the forecast model will most likely use the o-system.
The interpolation from p- to o- surfaces can obviously again
create an imbalance. It seems, however, reasonable that this
will not be so serious if a high vertical resolutiom is used

and if mountain areas are treated carefully.

In order to initialize a model with respect to the
observations available in a time~interval, dynamical initialization

is the most efficient procedure,

During the dynamic initialization the forecasting model
will be integrated forward and backward around the time tOO
The details in this performance can be designed in many different
ways and several experiments have to be carried out to find the
. best procedure. One simple procedure would be to integrate
backward and forward in time over the 12hr interval and then
get the initial state by a weighted mean . ( See Fig.2) Another
approach would be to integrate forward and backward between -6hr
and +6hr, blending analysed fields and predictions at the

times where analyses are available.

There are several disadvantages with the intermittent data
assimilation. The data handling is very complicated and necessary
dynamical constraints are difficult to apply in particular
on a global domain. Dynamical initialization is very time-
consuming and the forward-backward integration can correspond to

several days' computation.
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A
'.
X, (
X_4(t)
A
b
t
t1 Y the
Fig, 2

Schematic illustration of a forward and backward
initialization method. The X-axis represents the 3-dimensional phase
Space. In this particular example we assume that we integrate from
t = to backward in time 6 hr and forward in time 6 hr.

XA(t_l), XA (to) and XA(t+1) represent the
analysed values at the 3 different times t—l’ to and t+1.
The forward integration, Xo(t) starts at to and goes to t+1. The
new initial state at t+1 is integrated backwards to to (called X+1(t)).
A corresponding procedure is done backward in time. Finally the two
integrations X+1(t) and X—l(t) are combined with XA(tO) to give
the final state Xg(t).
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Another severc disadvantage can be seen in Fig. 3,

which illustrates the problem of initializing precipitation.

A continuous assimilation is in that case superior. The

reason is that it will take some time for the model to generate

its own structure patterns ( frontal structures, small-scale

areas of vertical motion and humidity etc.) which cannot

be inferred satisfactorily from the observatiens. The model-
consistent mechanisms for transparting}heaty moisture and

momentum and generation of precipitation mechanisms'take considerable
time to establish as well, especially in areas where the dynamic

activity is low.

G. Data assimilation as a continuous Process

Contrary to the intermittent scheme the continuous
data assimilation is straightforward and from the formal

point of view very simple.

A major problem, however, and a difference from conventional
methods is that we are blending observations with a forecast

with a different time span at the different grid points.

For any model the forecast error varies in time and space.
The amplitude expressed by the forecast error variance has an
exponential increase at least for small errors,but the
horizontal scale of the error which can be expressed by the

autocorrelation increases very slowly.
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As a first approximation we may assume that the

~ structure of the forecast error is'roughly unchanged in

the forecast interval 3- {2 hr. This means that we can assume
the autocorrelation of the forecast error to be the same

and independent of the forecast length., The amplitude of

the forecast error will, of course, vary strongly in space

and time. In order to optimize the information, we would

like to know how the variance changes. This is extremely time-
consuming to do in a statistically correct way. However, as

a first approximation we may apply the following simple

procedure,
By the aid of optimum interpolation we compute the mean

sguare interpolation error, E, in a grid point, i at the

time, t. This reads:

(1)

- F 2 .
where miit = ait - ait ) denotes the variance of the
forecast error in the grid point i. o is an arbitrary parameter
and superscript F denotes the forecasted value.

Myt is the corresponding value for the difference between the

observed and forecasted value and.pk is the weight computed

by optimum interpolation.
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Expression (1) can be used to compute the new variance
estimated after the analysis has been completed in the
influence area. As a very simple first approximation
we can assume that the variance grows linearly in time

)

to a maximal value (m.

ii during a time period T. Thus

max

m at

ii (t+et) = Miit + S

ii)max. (2)

The maximum value of the forecast error variance can be

put equal to the total variance ( deviation from climatology).

As was discussed in section 2 the insertion of new information
during the course of the integration will create shock effects
in a primitive model. Different methods have been tried to
overcome this problem . Miyakoda et al (1975) have carried
out a global data assimilation experiment during the whole
GATE experiment. During that experiment the observations were
first interpolated in time to 2 hour intervals. These data were
then inserted repeatedly every time step for each 2-hour interval,
~ beginning one hour before the valid time . The repeated
insertion speeded up the assimilation considerably. In order
to damp gravity waves, an Euler-backward or Matsuno scheme was
applied during the whole experiment . Unfortunately the application
of the Euler-backward scheme also has a negative effect on the
meteorological modes and in particular small scale systems will be

smoothed. Fig. 4 shows the result from another similar experiment
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carried out by Miyakoda. The correlation anomaly for the
geopotential at 500 mb indicates that the forecast based on
continuous data assimilation is inferior to a forecast based

on a conventional static initialization. As can be seen from the
figure this is due to the deviation (error ) in the initial
state.

On the other hand, for initialization of precipitation, the
continuous data assimilation is superior to the static

initialization ( Fig. 3 ).

Evidently there are still remaining problems in continuocus
assimilation of real observations. The basic problem is
still to find a way to put the information into the
meteorological modes. From that point a filtered model would
be a way to solve this problem. A spectral model, which uses
stream function and velocity potential as historical parameters
instead of the wind components can easily be modified in order

to suppress non-meteorological modes.



-138-

REFERENCES

Bengtsson, L. 1975:
4-dimensional assimilation of meteorological observations.
GARP Publications Series No. 15. Global Atmospherié Résearch

Programme, WMO—ICSU Joint Organizing Committee, 76 pp.

Kasahara, A., 1972:

Simulation experiments for meteorological observing systems

for GARP. Bull. Amer. Meteor.Soc., 53, 3, pp 252-264

McPherson, R.D., 1975:
Progress, problems and prospects in meteorological data

assimilation. Office Note 110, NMC Development Division,

NWS, NOAA. 23pp.

Miyakoda, K. Umscheid, L., Lee, D.H. Sirutis, J., Lusen, R.

and Pratte, F., 1975:
The near-real time global four-dimensional analysis experiment
during the GATE period, Part I. Geophysical Fluid
Dynamics Laboratory /NOAA.

Morel, P. and Talagrand, O., 1974:

Dynamic approach to meteorological data assimilation,

Tellus 26 pp 334-343.





